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ABSTRACT

In recent years, a mixed-physics ensemble approach has been investigated as a method to better predict
mesoscale convective system (MCS) rainfall. For both mixed-physics ensemble design and interpretation,
knowledge of the general impact of various physical schemes and their interactions on warm season MCS
rainfall forecasts would be useful. Adopting the newly emerging Weather Research and Forecasting (WRF)
model for this purpose would further emphasize such benefits. To pursue this goal, a matrix of 18 WRF
model configurations, created using different physical scheme combinations, was run with 12-km grid
spacing for eight International H2O Project (IHOP) MCS cases. For each case, three different treatments
of convection, three different microphysical schemes, and two different planetary boundary layer schemes
were used. Sensitivity to physics changes was determined using the correspondence ratio and the squared
correlation coefficient. The factor separation method was also used to quantify in detail the impacts of the
variation of two different physical schemes and their interaction on the simulated rainfall.

Skill score measures averaged over all eight cases for all 18 configurations indicated that no one con-
figuration was obviously best at all times and thresholds. The greatest variability in forecasts was found to
come from changes in the choice of convective scheme, although notable impacts also occurred from
changes in the microphysics and planetary boundary layer (PBL) schemes. Specifically, changes in convec-
tive treatment notably impacted the forecast of system average rain rate, while forecasts of total domain rain
volume were influenced by choices of microphysics and convective treatment. The impact of interactions
(synergy) of different physical schemes, although occasionally of comparable magnitude to the impacts from
changing one scheme alone (compared to a control run), varied greatly among cases and over time, and was
typically not statistically significant.

1. Introduction

Considering that warm season rainfall is among the
most poorly forecasted of meteorological parameters
(e.g., Doswell et al. 1996; Fritsch and Carbone 2004),
numerous efforts have been undertaken to try to im-

prove the forecasts. Stensrud and Fritsch (1994) and
Stensrud et al. (1999b) showed that proper initialization
of mesoscale features such as cold pools would likely be
needed to improve convective system rainfall forecasts;
however, Gallus and Segal (2001) found that several
techniques to improve the mesoscale initialization, in-
cluding a technique to ensure depiction of cold pools,
did not consistently improve rainfall skill scores signifi-
cantly. Wang and Seaman (1997) and Gallus (1999),
among others, have also shown that the choice of con-
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vective scheme strongly influences the simulated rain-
fall patterns. The convective scheme also affects the
response of a model to changes in grid spacing (Gallus
1999) or soil moisture (Gallus and Segal 2000). With
such extreme sensitivity to this one parameterization
alone, and objective measures showing that no one
scheme is better consistently than any other (e.g., Gal-
lus and Segal 2001), the path to improved deterministic
forecasts of warm season rainfall appears to be difficult.

Because of the problems in improving deterministic
rainfall forecasts, ensemble forecasting techniques have
been increasingly used in recent years. At first, en-
sembles were designed based on perturbed initial con-
ditions, and the ensemble mean values were found to
estimate the verifying state (usually large-scale circula-
tions) better than the forecast from a single ensemble
member (Molteni et al. 1996; Hamill and Colucci 1997).
Similar results using multimodel analyses for initial
conditions were found for 2-m temperature and 10-m
wind forecasts by Grimit and Mass (2002). Ensembles
also are advantageous because they supply probabilistic
forecast information that may be of more value to users
than a single deterministic forecast (Murphy 1993), and
the ensemble dispersion gives an estimate of forecast
uncertainty (Tracton and Kalnay 1993).

One of the first studies to investigate ensemble pre-
diction of rainfall was Du et al. (1997), which found in
an investigation of errors in initial conditions on cold
season synoptic-scale quantitative precipitation fore-
casts (QPF) that greater improvement over climatology
was present in the probabilistic forecast than in a single
run using two times higher horizontal grid resolution.
However, results from other studies using data from the
experimental National Centers for Environmental Pre-
diction (NCEP) Short-Range Ensemble Forecast
(SREF) program indicate that these ensembles, which
were built using only initial perturbations, generally
have insufficient dispersion (Hamill and Colucci 1998;
Stensrud et al. 1999a). It should be noted that a goal of
increasing ensemble spread is not always an advantage
but overall is probably helpful for warm season rainfall
forecasts, which are usually characterized by low skill.

Insufficient ensemble dispersion may be a conse-
quence of the original assumption that errors primarily
result from uncertainties in the initial conditions. It is
likely that the insufficient dispersion problem is more
severe in a short-range forecast because initialization
perturbations require time to grow and may not be ca-
pable of providing consistent dispersion in the short
range (Stensrud et al. 2000). In the warm season when
forcing and flow are weaker, the growth of the pertur-
bations may be even slower. Due to the fact that errors
result from any bias present in a model, an ensemble

utilizing variations in both dynamics–numerics and
model physics should result in higher spread. Alhamed
et al. (2002) showed that model diversity in an en-
semble system yields forecasts with greater spread con-
taining more solutions that are possible. Stensrud et al.
(2000) discussed the significance of both variations in
model physics as well as initial conditions in ensemble
forecasting. Based on studies like these, NCEP changed
the SREF system in 2004 (Du et al. 2004) to introduce
physics uncertainty (through the use of varied convec-
tive parameterizations) in addition to initial condition
uncertainty.

In the case of a mixed-physics ensemble approach to
MCS rainfall forecasting, knowledge of the nature of
the impact of different physical schemes on rainfall
would be exceptionally useful. As discussed earlier, nu-
merous studies have shown the large impact the con-
vective scheme has on rainfall forecasts. The choice of
planetary boundary layer (PBL) scheme can substan-
tially affect temperature and moisture profiles in the
lower troposphere, which could interact with other
schemes such as the convective parameterization to in-
fluence simulation of precipitation (e.g., Bright and
Mullen 2002; Wisse and Vila-Guerau de Arellano
2004). However, the impact of different PBL schemes
and microphysical schemes on warm season rainfall
fields and the interactions of all three of these physical
process schemes have received little attention. Our
study will use the WRF model to explore these issues.
The model selection is of particular merit because the
emerging WRF community model will be used increas-
ingly for ensemble forecasting in the near future (Ber-
nardet et al. 2004). The main objective of the present
study is to investigate the general impact that various
physical schemes as well as their interactions have on
warm season MCS rainfall forecasts. For this purpose,
high-resolution (12-km grid spacing, 34 vertical levels)
simulations from the WRF model of eight International
H2O Project (IHOP; Weckwerth et al. 2004) events
were examined. For each event, a matrix of 18 WRF
model configurations was created by varying the con-
vective parameterization scheme, the PBL scheme, and
the microphysical schemes. The various methodologies
used in the present study are discussed in section 2,
results in section 3, with concluding discussion and sum-
mary in the final section.

2. Methodology

A matrix of 18 WRF variants created using different
combinations of physical schemes was run for eight
IHOP convective cases. The IHOP domain covered a
roughly 1500 km � 1500 km region centered over the
south-central United States. The cases were purposely
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selected to represent a range of different synoptic set-
tings in which significant rainfall, primarily from MCSs,
was observed and/or forecasted in the IHOP domain
over the central United States. For the majority of cases
the MCS systems dominated the rainfall field and were
captured in the interior of the domain. For each case,
three different treatments of convection were used: the
Kain–Fritsch (KF) scheme (Kain and Fritsch 1993), the
Betts–Miller–Janjić (BMJ) scheme (Betts 1986; Betts
and Miller 1986; Janjic 1994), and the use of no con-
vective scheme. For elaborations on differences be-
tween KF and BMJ see Jankov and Gallus (2004). For
each of these three choices, three different microphysi-
cal schemes were used: Lin et al. (1983), NCEP-5 class
(Hong et al. 1998), and Ferrier et al. (2002). Within
these nine possible configurations, two different PBL
schemes were used: the Medium-Range Forecast model
(MRF; Troen and Mahrt 1986) and the Eta Model (Jan-
jić 1994). It is important to note that our exploration of
impacts and interactions between all possible combina-
tions of physical schemes is slightly affected (only 4 out
of 17 possible interactions were neglected) by our
choice of the “control run.” To explore all interactions
using one control run would involve synergism among
three different processes, greatly complicating interpre-
tation. In the present study, the control run, chosen to
match the real-time model configuration adopted by
the National Oceanic and Atmospheric Administra-
tion’s (NOAA) Forecast System Laboratory (FSL) dur-
ing the IHOP experiment, used the KF convective
scheme, MRF PBL scheme, and NCEP class-5 micro-
physical scheme. The abbreviations for runs using dif-
ferent combinations of the physical schemes are found
in Table 1. For the rainfall validation, observed 6-h
accumulated precipitation fields from the NCEP stage
IV (Baldwin and Mitchell 1997) analysis were used.

All runs were initialized with a diabatic Local Analy-
sis and Prediction System (LAPS) “hot” start initializa-
tion (Jian et al. 2003). This technique is based on a
three-dimensional analysis of cloud attributes (i.e., cov-
erage and type), which proceeds with a method of es-

timating mixing ratios, precipitable water, and cloud
vertical motions. By using a variational adjustment pro-
cedure (involving dynamic balancing and a mass con-
servation constraint), horizontal wind fields and the
mass field are adjusted to produce divergence consis-
tent with the cloud updraft properties (depth, magni-
tude, and shape of the updraft profiles).

This approach was developed for grid spacings that
resolve saturated updrafts and compensating subsi-
dence, but it is still used quasi-operationally for much
coarser resolutions (�x � 10 km).

As a measure of forecast accuracy, an equitable
threat score (ETS; Schaefer 1990) and bias were calcu-
lated, where

ETS �
�CFA � CHA�

�F � O � CFA � CHA�
, �1�

CHA � O
F

V
, �2�

and

bias �
F

O
. �3�

In the above equations, each variable indicates the
number of grid points at which (i) rainfall was correctly
forecasted to exceed the specified threshold (CFA), (ii)
rainfall was forecasted to exceed the threshold (F), (iii)
rainfall was observed to exceed the threshold (O), and
(iv) a correct forecast would occur by chance (CHA),
where V is the total number of evaluated grid points.

A correspondence ratio (Stensrud and Wandishin
2000) was computed when two of three model physical
schemes were held fixed and the third was varied. This
correspondence ratio (CR), defined as the ratio of the
area of the intersection (I) of all individual field values
to the area of union (U) of the same field values, is a
useful measure of the sensitivity to physical scheme
changes, and is written

CR �
I

U
, �4�

where I and U are defined using threshold values of
rainfall.

The same approach that was used for the CR calcu-
lation was repeated in the calculation of the squared
correlation coefficient (r2):

r2 �� 	
i�1

N

�xi � x��yi � y�

�	
i�1

N

�xi � x�2	
i�1

N

�yi � y�2�
2

, �5�

where the standard statistical notation was used.

TABLE 1. Notation used for different physical schemes in the
present study.

Physical scheme Notation

Betts–Miller–Janjić convection BMJ
Kain–Fritsch convection KF
Run without a convection NC
ETA PBL ETA
MRF PBL MRF
Lin et al. microphysics MPL
NCEP-5 microphysics MPN
Ferrier microphysics MPF
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To quantify the impact of varying two different
model physical schemes on the simulated rainfall field,
the factor separation methodology formulated by Stein
and Alpert (1993) was adopted. Based on this method-
ology:

fxy � f0 � � fx � f0� � � fy � f0� � f̂xy, �6�

where f0 represents the control run simulated rainfall
amount, represents the rainfall amount simulated by a
run with changes in both physical schemes of interest
(two physical schemes changed compared to the control
run), fx stands for the rainfall amount produced by a
run that has one of the two physical schemes of interest
changed (as compared to the control run), fy represents
the rainfall amounts simulated by a run with another
physical scheme of interest changed (as compared to
the control run), and f̂xy stands for a synergistic term
[ f̂xy � fxy � ( fx � fy) � f0] reflecting, in the present
study, the rainfall amount associated with the nonlinear
interaction between two physical schemes. This term
may be thought of as the difference between the actual
rainfall occurring in the run in which two schemes have
been changed and the rainfall expected by adding the
impacts of each individual change. Assuming a con-
tinuum of physical schemes, Eq. (6) is then equivalent
to Taylor’s series second-order expansion in two vari-
ables. The first two terms in the rhs of Eq. (6) represent
the contribution of the first-order derivatives, while the
third term (synergistic term) is a mixed second-order
derivative (the nonmixed second-order derivatives are
zero). In essence, if the synergistic term is equal to zero,
no interaction occurs between the two changed physical
schemes.

The notation presented in Table 1 will be used to
indicate different model configurations with physical
schemes that are changed from the control one (KF-
MRF-MPN) presented in boldface throughout the
manuscript

3. Results

a. Sensitivity of rainfall forecast skill to physical
scheme changes

ETSs for all eight cases for all model versions, during
the first six forecast hours valid for four different
thresholds (0.01, 0.1, 0.5, and 1.0 in.; the thresholds are
stated in inches as commonly used, 1 in. � 25.4 mm) are
presented in Table 2. Relatively “good” (“bad”) fore-
casts [ETS one or more standard deviation above (be-
low) the median for each 6-hourly time period] are in-
dicated. One out of eight cases exhibited relatively
good forecast skill for lower thresholds, while a differ-

ent case had relatively good forecast skill for heavier
thresholds. The same analysis but for the 12–18-h fore-
cast period indicated generally lower scores than at ear-
lier times but once again with higher scores for lighter
amounts than heavier amounts (Table 3). It should also
be noted that a good or bad forecast in the 0–6-h fore-
cast period did not necessarily mean a good or bad
forecast at later times. Bias analyses (not shown) indi-
cated that for light amounts, both convective schemes
had a substantial high bias (roughly 2.0) during the first
12 h of the forecast, while at later times biases slightly
decreased (
1.6). The worst overestimate occurred
during the 6–12-h period. No specific trends in bias
were noted for heavier thresholds.

ETS and bias averaged over all eight cases for all 18
configurations indicated that no one configuration was
obviously best at all times and thresholds (Tables 4 and
5). However, it should be pointed out that during the
0–6-h forecast period, for lighter thresholds the highest
ETSs were clustered among NC runs, possibly due to
the positive impact of the hot start initialization. For the
heavier thresholds, these same model configurations
tended to have the lowest ETSs (Table 4). Based on

TABLE 2. ETS values for four rainfall thresholds for eight IHOP
cases for the 0–6-h forecast period, with relatively “good” fore-
casts in boldface and relatively “bad” forecasts in italic (see sec-
tion 3a for definition of good and bad).

Case

Threshold (in.)

0.01 0.10 0.50 1.0

0600 UTC 16 May 0.355 0.212 �0.003 0.000
1200 UTC 23 May 0.176 0.115 0.000 0.000
1800 UTC 24 May 0.209 0.130 0.039 0.003
1200 UTC 2 Jun 0.407 0.280 0.000 0.000
0000 UTC 4 Jun 0.332 0.265 0.134 0.078
0000 UTC 13 Jun 0.251 0.268 0.236 0.157
0600 UTC 15 Jun 0.090 0.041 0.004 0.000
1200 UTC 19 Jun 0.353 0.235 0.150 0.068
Avg ETS 0.272 0.193 0.070 0.038

TABLE 3. As in Table 2 except for the 12–18-h forecast period.

Case

Threshold (in.)

0.01 0.10 0.50 1.0

0600 UTC 16 May 0.028 0.018 �0.001 0.000
1200 UTC 23 May 0.328 0.295 �0.001 �0.002
1800 UTC 24 May 0.273 0.261 0.040 0.000
1200 UTC 2 Jun 0.007 �0.007 �0.001 0.000
0000 UTC 4 Jun 0.203 0.165 0.152 0.056
0000 UTC 13 Jun 0.188 0.117 0.031 0.000
0600 UTC 15 Jun 0.184 0.214 0.259 0.060
1200 UTC 19 Jun 0.171 0.169 0.147 0.074
Avg ETS 0.173 0.154 0.078 0.023

DECEMBER 2005 J A N K O V E T A L . 1051



subjective analyses, these low ETS values were some-
times related to a displacement error, while at other
times it is possible that the NC runs were still under-
going “spinup” of strong enough vertical motions to
produce heavier rainfall. With regard to bias, once
again NC runs appeared to have an advantage as com-
pared to runs that included convective parameteriza-
tions. Runs using convective schemes were usually

characterized by large biases, especially in the case of
BMJ runs for light rainfall. This reflects the BMJ ten-
dency to notably often overpredict areas of light pre-
cipitation (Jankov and Gallus 2004). Later in time, dur-
ing the 12–18-h forecast period (Table 5), the highest
ETS values accompanied by bias values near 1.0 were
clustered among NC-MRF runs. This is interesting
since spinup problems are typically no longer present

TABLE 4. ETS and bias (in parentheses) values averaged over the eight IHOP cases for different physical scheme combinations for
the 0–6-h forecast period for four different rainfall thresholds. The notation presented in Table 1 is used to indicate different model
configurations with physical schemes that are changed from the control run (KF-MRF-MPN) presented in boldface. Boldface ETS
values indicate the best single value for each threshold.

Run

Threshold (in.)

0.01 0.10 0.50 1.0

KF-MRF-MPN 0.265 (1.6) 0.211 (1.8) 0.067 (1.1) 0.041 (0.4)
KF-ETA-MPL 0.235 (2.4) 0.187 (2.6) 0.077 (1.8) 0.055 (0.8)
KF-ETA-MPN 0.242 (2.0) 0.201 (2.1) 0.066 (1.2) 0.033 (0.4)
KF-ETA-MPF 0.272 (1.8) 0.205 (2.1) 0.090 (2.2) 0.063 (1.2)
KF-MRF-MPL 0.255 (2.1) 0.196 (2.6) 0.073 (1.8) 0.059 (1.2)
KF-MRF-MPF 0.276 (1.8) 0.206 (2.1) 0.075 (1.4) 0.038 (0.5)
NC-ETA-MPL 0.349 (1.0) 0.247 (1.3) 0.086 (1.9) 0.044 (1.2)
NC-ETA-MPN 0.327 (0.8) 0.215 (1.8) 0.048 (0.9) 0.022 (0.5)
NC-ETA-MPF 0.298 (1.1) 0.203 (1.4) 0.055 (0.8) 0.041 (0.5)
NC-MRF-MPL 0.308 (1.1) 0.201 (1.5) 0.066 (1.0) 0.039 (0.8)
NC-MRF-MPN 0.304 (0.7) 0.191 (0.7) 0.057 (0.3) 0.029 (0.4)
NC-MRF-MPF 0.311 (1.1) 0.208 (1.4) 0.057 (1.0) 0.032 (1.0)
BMJ-ETA-MPL 0.246 (2.1) 0.167 (2.6) 0.100 (1.0) 0.053 (0.6)
BMJ-ETA-MPN 0.249 (2.2) 0.182 (2.6) 0.070 (0.8) 0.026 (0.5)
BMJ-ETA-MPF 0.249 (2.4) 0.177 (2.8) 0.079 (1.1) 0.029 (0.8)
BMJ-MRF-MPL 0.249 (2.4) 0.179 (2.8) 0.099 (0.7) 0.054 (0.5)
BMJ-MRF-MPN 0.249 (2.1) 0.178 (2.5) 0.100 (0.7) 0.046 (0.3)
BMJ-MRF-MPF 0.252 (2.5) 0.180 (2.7) 0.074 (1.0) 0.038 (0.4)

TABLE 5. As in Table 4 except for the 12–18-h period.

Run

Threshold (in.)

0.01 0.10 0.50 1.0

KF-MRF-MPN 0.169 (1.3) 0.155 (1.7) 0.091 (1.0) 0.027 (0.8)
KF-ETA-MPL 0.160 (2.1) 0.145 (1.9) 0.102 (1.4) 0.029 (1.4)
KF-ETA-MPN 0.168 (1.8) 0.157 (1.6) 0.089 (1.3) 0.018 (0.9)
KF-ETA-MPF 0.133 (2.0) 0.122 (1.8) 0.105 (1.0) 0.027 (1.0)
KF-MRF-MPL 0.177 (1.7) 0.146 (1.7) 0.103 (2.5) 0.047 (1.6)
KF-MRF-MPF 0.172 (1.5) 0.141 (1.5) 0.085 (2.6) 0.023 (1.3)
NC-ETA-MPL 0.156 (1.4) 0.152 (1.0) 0.079 (1.9) 0.016 (1.4)
NC-ETA-MPN 0.156 (1.3) 0.152 (1.0) 0.079 (0.9) 0.016 (1.1)
NC-ETA-MPF 0.164 (1.4) 0.151 (1.1) 0.057 (2.3) 0.014 (1.5)
NC-MRF-MPL 0.239 (1.1) 0.213 (1.0) 0.113 (1.5) 0.043 (1.4)
NC-MRF-MPN 0.211 (0.8) 0.195 (0.8) 0.118 (0.7) 0.040 (0.5)
NC-MRF-MPF 0.181 (1.1) 0.159 (1.2) 0.077 (1.1) 0.034 (0.9)
BMJ-ETA-MPL 0.167 (2.1) 0.141 (2.8) 0.064 (1.4) 0.020 (0.5)
BMJ-ETA-MPN 0.162 (2.2) 0.148 (2.7) 0.065 (1.2) 0.014 (0.4)
BMJ-ETA-MPF 0.160 (2.1) 0.145 (2.6) 0.053 (1.0) 0.020 (0.3)
BMJ-MRF-MPL 0.176 (2.0) 0.148 (1.6) 0.065 (1.4) 0.022 (0.6)
BMJ-MRF-MPN 0.168 (1.8) 0.145 (1.5) 0.043 (1.4) 0.009 (0.2)
BMJ-MRF-MPF 0.160 (2.0) 0.126 (1.5) 0.061 (1.6) 0.015 (0.5)
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by this time in a forecast and the hot start might not be
expected to be helpful at this time.

Over the four time periods, and for six different rain-
fall thresholds, the highest ETSs by a particular physics
scheme occurred 7 times for MPN, 11 times for MPL, 5
times for MPF, 10 times for MRF, 13 times for ETA, 12
times for KF, 8 for NC, and 4 times for BMJ. It should
be noted that differences in ETSs were usually small.
Hereafter, discussion will be limited to only two rainfall
thresholds: 0.01 and 0.5 in.

b. Sensitivity of rainfall forecast spatial patterns to
physical scheme changes

To objectively test the sensitivity of the rainfall fore-
cast pattern to physics changes, CR was calculated us-
ing Eq. (4) (neglecting outliers). Based on the CR defi-
nition, it is natural to expect CR to decrease as the
number of evaluated runs increases. Because the
present study investigated three different convective
treatments and three different microphysical schemes,
but only two different PBL schemes, CR was calculated
as an average value of all possible couplets when two of
three model physical schemes were held fixed and the
third varied (e.g., the PBL scheme and the convective
scheme held constant while microphysics varied be-
tween two different schemes). Additionally, it should
be noted that CR primarily provides information about
the spatial variability among the evaluated runs. To
determine the variability in terms of rainfall amounts,
CR was analyzed for two thresholds (0.01 and 0.5 in.).
Figure 1a shows values of CR for changes in the micro-
physical, PBL, and convective schemes at both thresh-
olds. It can be seen that the sensitivity to the choice of
convective treatment dominated during the whole 24-h
forecast period. For light rainfall, sensitivity to convec-
tive treatment was the highest (lowest CR) among all
physics options during the first 6 h of the forecast, be-
coming at later times more similar to (though still
higher than) the sensitivities of the other two physical
process schemes. Sensitivity to PBL scheme choice in-
creased with time, while no pronounced trend was
present with respect to the choice of microphysical
scheme. For heavier rainfall, the CR for the set of dif-
ferent convective schemes was highest in the first 6 h
and much lower at later times. At all times, sensitivity
to changes in the convective scheme exceeded that of
the two other physical schemes. The sensitivity to the
PBL scheme was generally comparable to, or a little
larger than, that of the microphysical scheme, with
changes in both causing more spread (lower CR) for
heavier amounts, especially at later times. However, for
rainfall amounts in excess of 0.5 in., sensitivity in-

creased rapidly with time for all physics (microphysics,
PBL, and convection), a trend not generally observed
for the lighter rainfall amounts.

The lowest values of r2 (largest differences in fore-
casts) for both thresholds during the whole forecast pe-
riod also occurred when the convective treatment was
changed (Fig. 1b). The r2 values after hour 6 when the
PBL schemes were varied were lower than when mi-
crophysics was varied, and the differences increased
with time. The largest differences between the impact
of changes in convective treatment and changes in
other schemes occurred during the two earliest forecast
periods. These results and the results from previous
studies related to the impacts of resolution and the
choice of convective scheme on MCS rainfall (Wang
and Seaman 1997; Gallus 1999) imply that in order to
achieve a large spread of solutions in a 6- or 12-h fore-
cast with models having horizontal grid spacing of 10
km or more, it is important to vary the convective treat-
ment.

A subjective analysis of rainfall fields for all cases
and all model configurations was performed as well.
The subjective analysis agreed well with the objective
analysis features discussed above, suggesting the great-
est variability in the forecasts came from changes in the
choice of convective scheme. However, noticeable im-

FIG. 1. Values of (a) CR and (b) r2 for changes in microphysical
(mp), PBL (pbl), and convective schemes (cs). Results are pre-
sented for the two thresholds indicated along the abscissa (0.01
and 0.5 in.) and for the four 6-hourly periods ending at the times
indicated in the legend.
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pacts from changes in the microphysical or PBL
schemes were occasionally observed in some events.
Figure 2 illustrates an example of the simulated rainfall
fields in the domain of integration for the 19 June 2002
case initialized at 1200 UTC for the 6–12-h forecast
period and for four different model configurations: KF-
MRF-MPN (control run; Fig. 2a), KF-MRF-MPL (Fig.
2b), NC-MRF-MPN (Fig. 2c), and BMJ-MRF-MPN
(Fig. 2d). Specific features of Fig. 2 are discussed later
in the text. Because rainfall extrema near the edges of
the model domain (e.g., Figs. 2a and 2b) may reflect the
influence of lateral boundaries, grid points near the
boundaries were excluded in the computation of the
parameters discussed in this study.

c. Sensitivity of system average rain rate and
domain total rain volume to physical scheme
changes

Factor separation methodology [analysis of the three
terms on the rhs of Eq. (6)] was used as an additional
evaluation of sensitivity to changes in the physical
schemes. These terms, expressed as a fraction of the
control run rainfall amount shown in Table 6, are pre-
sented in Tables 7 and 8. Two different rainfall mea-
sures were evaluated for this analysis. First, the rhs
terms of Eq. (6) were computed using averages over all
eight cases for each 6-h forecast period for 18 different
model configurations (physical schemes were varied) at

FIG. 2. Accumulated rainfall in the simulated domain for the 6–12-h forecast period for the 19 Jun 2002 run
initialized at 1200 UTC for different model runs: (a) KF-MRF-MPN (control run), (b) KF-MRF-MPL, (c) NC-
MRF-MPN, and (d) BMJ-MRF-MPN. Contours are shown for 1, 10, 50, and 100 mm.
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the number of points where rainfall exceeded specified
thresholds. Essentially, this expresses the system aver-
age rain rate (hereafter rain rate) or intensity, where
the system is defined to be those points having rainfall
above a specified threshold. In addition to system av-
erage rain rates, the same terms in Eq. (6) were com-
puted over the entire domain, yielding a domain total
rain volume (hereafter rain volume). The use of both
measures better characterizes the QPF, since two runs
could have the same total rain volume with one achiev-
ing it through light rainfall over a large area and the
other through heavy rainfall in a small area.

As part of the investigation of changes in rain rate
and rain volume due to variations in physical schemes,
statistical significance testing was performed. To per-
form rigorous hypothesis testing, Hamill’s (1999)
resampling methodology was used. This procedure was
strictly followed and repeated 1000 times for both a
separate treatment of each 6-hourly forecast period and
for all 6-h periods combined. Combining all forecast
periods together helped to increase the small sample
size to better evaluate statistical significance. However,
using this technique to enlarge sample size was only
valid when statistical stationarity was present and was
not appropriate for cases in which variables were char-
acterized by strong temporal variability. The synergis-
tic-term-computed values often exhibited such variabil-
ity and for these parameters, each 6-h period had to be
examined separately. With only a few exceptions (to be
noted later) the synergistic interactions were not statis-
tically significant. For some parameters where the im-
pacts of changes in schemes or synergistic interactions
were large but no statistical significance was found, the

small sample size is likely a problem, and future studies
should examine the interactions with a larger inde-
pendent dataset (Nicholls 2001). In these situations,
the lack of statistical significance does not necessarily
imply that these physical schemes and their interac-
tions have no impact on precipitation simulations. Due
to the already extensive size of the present experiment
(18 model configurations for eight different cases re-
sulting in 144 model runs), it was not possible to sub-
stantially expand the dataset. The discussion to follow
will emphasize statistically significant results, although
nonsignificant trends occasionally will be noted when
they are supported by the results of other studies ad-
dressing differences in behavior between physical
schemes.

To facilitate a comparison of different model con-
figuration results with the control run and observations,
rain rate and rain volume for both are included in Table
6. For the 0.01-in. threshold the control run has a
roughly 30% larger areal coverage than observed for
the first six forecast hours. During the next 6-h period
the control run areal coverage is similar to the ob-
served, while at later times it is smaller, by as much as

40% in the 18–24-h period. Control rain rates are
10%–20% smaller than the observed for all 6-h forecast
periods. For the 0.5-in. threshold, the control areal cov-
erage is much smaller than the observed at all times,
while the rain rate is generally larger except for the
12–18-h forecast period. For both thresholds the con-
trol rain volume is always smaller than the observed,
particularly for the 0.5-in. threshold, where the forecast
is an order of magnitude less than that observed during
the 18–24-h period.

TABLE 6. Observed and control run areal coverage, rain rate, and rain volume. Areal coverages for observations and the control
run are expressed as numbers of grid points where the rainfall amount exceeded a specified thresholds.

Threshold (in.) Parameters

Forecast period (UTC)

0000–0600 0600–1200 1200–1800 1800–2400

System rain-rate characteristics
0.01 Observed areal coverage (points) 2072 2625 2657 3015

Observed rain rate (in.) 0.18 0.22 0.22 0.23
Control areal coverage (points) 2638 2683 2291 1750
Control rain rate (in.) 0.15 0.20 0.19 0.20

0.5 Observed areal coverage (points) 227 353 370 510
Observed rain rate (in.) 0.81 0.75 0.93 0.88
Control areal coverage (points) 159 235 202 163
Control rain rate (in.) 0.89 0.87 0.82 0.90

Domain rain volume characteristics
0.01 Observed rain volume � 109 (m3) 1.58 2.26 2.26 2.77

Control rain volume � 109 (m3) 1.52 1.97 1.64 1.28

0.5 Observed rain volume � 109 (m3) 0.77 1.16 1.28 1.67
Control rain volume � 109 (m3) 0.51 0.74 0.59 0.18
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1) CHANGE FROM MRF TO ETA COMBINED WITH

CHANGES IN MICROPHYSICAL SCHEMES

Factor separation evaluation of changes from MRF
to ETA and from MPN to both MPL and MPF are
presented in Table 7. The switch from MRF to ETA
(run f1) for the 0.01-in. threshold always increased the
areal coverage. This result is consistent with a subjec-
tive analysis performed within the present study, which
indicated that the ETA PBL scheme tends to generate
boundary layers that are more moist than MRF, a result
agreeing with Bright and Mullen’s (2002) findings. On
the other hand, this change did not significantly impact
rain rate and rain volume. For the 0.5-in. threshold, the
change in the PBL scheme had an even more limited
impact.

Changes in microphysics (runs f2 and f3 in Table 7) at
all times produced an increase in the areal coverage for
both the 0.01- and the 0.5-in. thresholds, especially
when MPN (run f0) was replaced with MPL (run f2).
This increase in areal coverage for the 0.01-in. thresh-
old was accompanied by an increase in rain rate. For
the 0.5-in. threshold, increases in rain rate were usually
small and significant only in the case of MPL. Both of
the above changes in microphysics, in runs using KF
and MRF, resulted in the largest positive impact (com-
pared to all other tested physical schemes changes) on
rain volume at all times. Increases were often twice as
large for the 0.5-in. threshold compared to the 0.01-in.
threshold and exceeded 100% for the 0.5-in. threshold
for both f2 and f3 in the last 6-h period. These results
(supported by subjective analyses) imply that both

TABLE 7. Time series of percentage changes in system rain rate and domain rain volume (averaged for all eight cases) due to physics
changes ( f1 represents rainfall in the run where the PBL scheme is changed from MRF to ETA, f2 represents rainfall in the run where
the microphysics is changed from MPN to MPL, and f3 represents rainfall in the run where the microphysics is changed from MPN to
MPF) averaged over points where rainfall exceeded specified thresholds (0.01 and 0.5 in.). Here, f0 represents rainfall in the control
run (KF-MRF-MPN). Values presented in italic bold, bold, and italic face indicate results that are statistically significant at the 95%,
90%, and 80% confidence levels, respectively, when the test sample consists of all 6-hourly periods combined. Here, f̂12 and f̂23 represent
the corresponding synergistic terms, while A1, A2, and A3 stand for the areal coverage for runs with the physical scheme changed. All
values are expressed as a percentage relative to the control run rain rate, rain volume, and areal coverage, which are presented in Table
6.

Threshold (in.) Parameters

Forecast period (UTC)

0000–0600 0600–1200 1200–1800 1800–2400

System rain-rate characteristics
0.01 ( f1 � f0)/f0 (%) �10 �6 �6 �12

(A1 � A0)/A0 (%) 26 22 29 35
( f2 � f0)/f0 (%) 5 16 16 39
(A2 � A0)/A0 (%) 27 13 26 22
( f3 � f0)/f0 (%) 10 14 12 22
(A3 � A0)/A0 (%) 13 7 13 19
f̂12/f0 (%) 5 �8 0 �8
f̂13/f0 (%) 10 �4 �10 �8

0.5 ( f1 � f0)/f0 (%) 0 2 �2 �8
(A1 � A0)/A0 (%) 6 21 26 25
( f2 � f0)/f0 (%) 2 0 8 25
(A2 � A0)/A0 (%) 56 42 81 92
( f3 � f0)/f0 (%) �2 1 1 11
(A3 � A0)/A0 (%) 38 51 53 80
f̂12/f0 (%) 0 �17 9 �4
f̂13/f0 (%) �2 0 13 �3

Domain rain volume characteristics
0.01 ( f1 � f0)/f0 (%) 16 15 14 20

( f2 � f0)/f0 (%) 37 32 53 94
( f3 � f0)/f0 (%) 26 22 22 46
f̂12/f0 (%) �5 �9 �1 �69
f̂13/f0 (%) 11 �7 �1 �3

0.5 ( f1 � f0)/f0 (%) 7 25 �4 16
( f2 � f0)/f0 (%) 59 72 94 180
( f3 � f0)/f0 (%) 37 54 41 101
f̂12/f0 (%) 0 �25 �20 �83
f̂13/f0 (%) 14 �15 �39 �27
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MPL and MPF produce larger areas of heavier rainfall
amounts as compared to runs using MPN. In addition,
runs that use MPL often produced limited areas of ex-
cessive rainfall amounts (e.g., Fig. 2b). These results are
strictly valid only when KF is used, but information
found in upcoming table extends these results to simu-
lations using other convective treatments.

The expressions f̂12/f0 and f̂13/f0 in Table 7 indicate
values of the synergistic term normalized by the control
run value. For rain rate, synergistic terms were statisti-
cally insignificant, implying that the impact on rain rate
of the microphysics used is not affected by the PBL
scheme used.

Regarding rain volume, the synergistic terms (f̂12/f0

and f̂13/f0) for the 0.01-in. threshold were statistically
insignificant with an exception for MPL microphysics
during the last 6-h forecast period. For the 0.5-in.
threshold, these schemes’ interactions were large and
negative after the 0–6-h forecast, especially for MPL in
the last 6 h. Thus, it appears the use of ETA limits the

impacts of changes in the microphysical scheme. A sub-
jective analysis of the total and convective part of the
rainfall indicated that greater moisture in the boundary
layer causes more frequent triggering of the convective
scheme, leading to more of the rainfall produced by
deep convection at the expense of the grid-resolved
component, possibly explaining the negative values of
the synergistic terms.

2) CHANGE FROM MRF TO ETA COMBINED WITH

CHANGES IN CONVECTIVE TREATMENT

Factor separation evaluation of the impact from
changes of KF to NC (run f4) and form KF to BMJ (run
f5) is presented in Table 8. The largest positive impact
on rain rate, compared to impacts produced by chang-
ing all other physical schemes, for both the 0.01- and
0.5-in. thresholds, was due to a switch from KF to NC.
Although areal coverage decreased, changes were not
statistically significant. Figure 2c is an example of a case
in which during the early forecast periods areal cover-

TABLE 8. As in Table 7 except for f4 and f5, where f4 stands for rainfall in the run where no convective scheme (NC) is used and f5

stands for rainfall in the run where the BMJ scheme is used.

Threshold (in.) Parameters

Forecast period (UTC)

0000–0600 0600–1200 1200–1800 1800–2400

System rain-rate characteristics
0.01 ( f4� f0)/ f0 (%) 52 55 37 10

(A4 � A0)/A0 (%) �53 �52 �52 �46
( f5� f0)/ f0 (%) �25 �37 �27 �45
(A5 � A0)/A0 (%) 33 39 15 17
f̂14/f0 (%) 8 �6 �18 18
f̂15/f0 (%) 12 6 2 12
f̂24/f0 (%) 12 24 8 73
f̂34/f0 (%) �25 �24 �14 16

0.5 ( f4� f0)/ f0 (%) 3 45 21 11
(A4 � A0)/A0 (%) �12 �8 �13 �34
( f5� f0)/ f0 (%) 8 19 �19 �29
(A5 � A0)/A0 (%) �55 �74 �64 �88
f̂14/f0 (%) 10 �16 0.0 19
f̂15/f0 (%) �5 �13 �3 25
f̂24/f0 (%) 8 �22 2 25
f̂34/f0 (%) �24 �36 �16 �11

Domain rain volume characteristics
0.01 ( f4 � f0)/ f0 (%) �15 �13 �20 �19

( f5� f0)/ f0 (%) 2 �12 �25 �36
f̂14/f0 (%) �5 14 �4 4
f̂15/f0 (%) �8 �8 �17 �10
f̂24/f0 (%) �8 24 �18 8
f̂34/f0 (%) �7 10 �5 �1

0.5 ( f4� f0)/ f0 (%) 32 56 24 1
( f5� f0)/ f0 (%) �50 �68 �69 �91
f̂14/f0 (%) 16 10 1 35
f̂15/f0 (%) 9 �17 �5 1
f̂24/f0 (%) 18 49 �8 72
f̂34/f0 (%) �21 �23 �25 �6
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age in the NC runs was considerably smaller but with
heavier intensities as compared to runs that used KF
and BMJ (Figs. 2a and 2d). It should be noted that in
the present study NC often had a higher ETS than runs
with a convective scheme, especially at earlier times.
This result differs from that of Gallus and Segal (2001)
who found in the simulation of warm season cases with
a 10-km version of the Eta Model that the run using no
convective scheme performed significantly worse than
runs using the BMJ or KF schemes. This implies that
initialization using the LAPS diabatic analysis (as done
here but not in Gallus and Segal 2001) likely helped the
NC runs to perform better than they would have oth-
erwise. Rain volume was not significantly impacted by
a change from KF to NC.

Previous studies by Gallus and Segal (2001) and Jan-
kov and Gallus (2004) have indicated that Eta Model
runs using the BMJ scheme usually produce much
wider areas of lighter rainfall amounts compared to
runs using KF. In the present study, when KF was re-
placed by BMJ ( f5 run), the subjective analysis identi-
fied the same trend (e.g., Figs. 2a and 2d). For the light
threshold at all times a considerable increase in areal
coverage occurred (Table 8) when KF was replaced
with BMJ. In addition, rain rate and volume typically
also decreased but these changes were not statistically
significant. For the 0.5-in. threshold the change from
KF to BMJ did not impact areal coverage or rain rate
significantly, but rain volume did decrease markedly.
Synergistic terms ( f̂15) or both rain rate and volume
were statistically insignificant, implying the PBL
scheme does not strongly influence the sensitivity to the
convective scheme in our sample of eight cases. This
finding was also true for synergistic terms relating to
changes from KF to NC and from MRF to ETA ( f̂14).

3) CHANGE FROM KF TO NC OR BMJ COMBINED

WITH CHANGES IN MICROPHYSICAL SCHEMES

Rain volume synergistic terms related to a switch to
NC and a change in microphysics to MPL or MPF ( f̂24

and f̂34) in Table 8) likewise were not statistically sig-
nificant. Because results with the KF scheme (Table 7)
showed a large impact on rain volume when the micro-
physical scheme was varied, one might expect even
larger impacts when no convective scheme was used
since all of the rainfall is produced by the microphysical
scheme. However, the variability and statistical insig-
nificance of these synergistic terms indicates that a
complex interaction occurs between KF and the micro-
physics such that the use of no convective scheme does
not necessarily result in more sensitivity to the choice of
microphysics.

The rain-rate-related synergistic terms associated

with a switch to BMJ and a change in microphysics to
MPL and MPF were almost always negative (not
shown), agreeing with the well-known characteristic of
BMJ to generate large areas of light rainfall while sub-
stantially drying the atmosphere so that grid-resolved
precipitation is often small. Rain-volume-related syner-
gistic terms were generally large and negative especially
for the heavier threshold at later times implying that
the BMJ and KF schemes exert very different impacts
on grid-resolved precipitation processes. Because BMJ
generally reduced the microphysical scheme contribu-
tion to precipitation, the large positive impact of switch-
ing microphysical schemes that existed when KF or NC
was used was markedly reduced although still present
[e.g., the 180% increase in rain volume that occurred in
the 18–24-h period in the KF runs where MPN was
switched to MPL (Table 7) decreased to a 49% increase
(not shown)].

4. Summary and concluding remarks

The main goal of the present study was to note and
quantify general trends in the impact of various physi-
cal schemes and their interactions on warm season
MCS rainfall forecasts. Knowledge of how different
physical schemes or their combinations influence rain-
fall forecasts may be of major importance in designing
and interpreting mixed-physics ensembles. To pursue
this goal, a matrix of 18 WRF model configurations,
with 12-km grid spacing, was created using different
physical scheme combinations for eight IHOP MCS
cases. For each case, three different treatments of con-
vection were used (KF, BMJ, and the use of no con-
vective scheme), with three different microphysical
schemes (MPN, MPL, and MPF) and two different
PBL schemes (MRF and ETA). All runs were initial-
ized with a diabatic Local Analysis and Prediction Sys-
tem (LAPS) hot start initialization (Jian et al. 2003).
Also, it should be noted that for the majority of cases
the MCS systems dominated the rainfall field and were
captured in the interior of the domain.

An analysis of ETS and bias indicated that no single
model configuration was clearly better than the rest.
The best configuration varied both with time and rain-
fall threshold. Objective testing of sensitivity to physi-
cal scheme changes was performed by evaluating cor-
respondence ratio and squared correlation coefficient
values. Both objective measures were computed for
sets of two model runs in which two of three model
physical schemes were held fixed and the third varied
(e.g., the PBL and the convective schemes held fixed
while the microphysical scheme varied). Both the cor-
respondence ratio and the correlation coefficient indi-
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cated that the highest sensitivity is to the choice of con-
vective treatment, with less sensitivity to the PBL
scheme, and the least to microphysics. In addition, the
correspondence ratio for light rainfall indicated that
sensitivity was highest during the first 6 h, while it was
highest at later times for heavier rainfall.

Additional testing of sensitivity of rain rate and rain
volume to physics changes was performed using the
factor separation method (Stein and Alpert 1993). This
method was used to quantify the impacts of the varia-
tion of two different physical schemes as compared to a
“control run” (KF-MRF-MPN; chosen to match the
real-time model configuration used by NOAA’s FSL
during the IHOP experiment) and their interaction
(synergy) on the simulated rainfall. Statistical signifi-
cance of the obtained results was tested by following a
resampling method suggested by Hamill (1999). A
change from KF to NC significantly increased system
rain rate. A change from KF to BMJ significantly in-
creased areal coverage of lighter rainfall while lowering
system rain rates (though not significantly) compared
to KF runs. In general, changes in convective treatment
were found to have the largest impact on rain rate when
KF was replaced with NC no matter what microphysical
and PBL schemes were used. Regarding rain volume,
the microphysical scheme choice exerted the largest im-
pact in NC runs and least impact in BMJ runs, as would
be expected by the amount of grid-resolved precipita-
tion likely to occur in each.

The impact of interactions (synergy) of different
physical schemes, though occasionally of comparable
magnitude to that occurring from a change in one
scheme alone, was found to vary greatly and typically
not to be statistically significant (in our limited sample
of eight cases). One exception was for the interaction of
ETA with MPL or MPF, which did significantly reduce
the rain volume increase that had been noted for the
heavier threshold when the microphysics were switched
from MPN. These results suggest that most of the sig-
nificant trends noted for a switch in one physical pro-
cess scheme (e.g., increase in rain rate when KF is
switched to NC) remain consistent even when other
physical process schemes are changed. A switch from
MPN to either MPL or MPF increased rain volume
markedly no matter what convective and PBL schemes
were used. A switch from KF to BMJ decreased rain
volume, especially for heavier amounts, regardless of
what microphysics and PBL schemes were used.

In conclusion, the results imply that if an ensemble
designed for MCS rainfall prediction lacks sufficient
spread, model runs with different convective schemes
should be included as an efficient way to increase
spread substantially. On the other hand, if rain volume

is a desired quantity (e.g., hydrological purposes),
model runs with MPL and MPF microphysical schemes
may require different bias correction or weighting in an
ensemble compared to runs using MPN.

Future work will focus on more detailed case analy-
ses in order to relate the explicit interaction of physics
schemes to the larger-scale environment. These de-
tailed case analyses along with the more general find-
ings from the present study will be used to design and
later interpret results from a mixed-physics ensemble.
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